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1 General Provisions

1.1 Scope

The intent of this document is to outline the technical specifications for communication within the international LRIT system as stated in the terms of reference of IMO resolution MSC.210(81). 
1.2 General

· The Maritime Safety Committee, at its eighty-first session in May 2006, adopted amendments to chapter V of the SOLAS convention in relation of LRIT.  These amendments will come into force on the first of January 2008 provided that acceptance criteria have been fulfilled by the first of July 2007. 

· The Long-Range Identification and Tracking (LRIT) system provides for the global identification and tracking of ships.
· In operating the LRIT system, recognition shall be given to international conventions, agreements, rules or standards that provide for the protection of navigational information.
· Communication specifications within the international LRIT system will detail the messaging format between LRIT components, data security through out the network and the protocols required for transporting data from one network point to another.

· The communication specifications for the international LRIT system as outlined in this document will be established and recognized by the committee.

1.3 General Description of the System
The LRIT system consists of the shipborne LRIT information transmitting equipment, the Communication Service Provider(s), the Application Service Provider(s), the LRIT Data Centre(s), including any related Vessel Monitoring System(s), the LRIT Data Distribution Plan and the International LRIT Data Exchange. Certain aspects of the performance of the LRIT system are reviewed or audited by an LRIT Co-ordinator acting on behalf of all Contracting Governments. Figure 1 provides an illustration of the LRIT system architecture.
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Figure 1: Typical LRIT system Architecture
1.4 Definitions

Convention means the International Convention for the Safety of Life at Sea, 1974, as amended.

Regulation means a regulation of the Convention.

Chapter means a chapter of the Convention.

LRIT Data User means a Contracting Government or a Search and rescue service which opts to receive the LRIT information it is entitled to.

Committee means the Maritime Safety Committee.

High-speed craft means a craft as defined in regulation X/1.3.

Mobile offshore drilling unit means a mobile offshore drilling unit as defined in regulation XI-2/1.1.5.

Organization means the International Maritime Organization.

Vessel Monitoring System means a system established by a Contracting Government or a group of Contracting Governments to monitor the movements of the ships entitled to fly its or their flag. A Vessel Monitoring System may also collect from the ships information specified by the Contracting Government(s) which has established it.

LRIT information means the information specified in SOLAS regulation V/19-1.5.
2 Communication within the LRIT System

Communication within the LRIT system is primarily based upon two types of messages flowing between the various LRIT system components: LRIT request messages and LRIT position data messages. Figure 2 illustrates the LRIT system components as well as the various communication segments (A to D) in the LRIT network. The request messages are issued in order to request specific LRIT information while the position data messages will contain LRIT ship location information. The following subsections will outline the parameters associated with each message as well as the functional operational flow of the messages within the LRIT system.
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Figure 2: LRIT messaging segments

2.1 LRIT Messaging Format

2.1.1 Summary of LRIT Messages

Table 2 provides a summary of all LRIT messages.
	Message ID
	Message Name
	Message Description

	1
	Periodic Position Report
	Regular periodic ship position report.

	2
	Polled Position Report
	Ship position report as a result of a poll request.

	3
	SAR Position Report
	Ship position report as a result of a SAR request

	4
	Ship Position Request
	Request for polled ship position report.

	5
	SAR Poll Request
	SAR request for poll of specific ship’s position.

	6
	SAR SurPic Request
	SAR request for poll of ships in specific area.

	7
	Error message
	Error message relating to an inability to process a LRIT request message.

	8
	Data Distribution Plan update
	Information used to update data distribution plan.

	
	
	


Table 2: Summary of LRIT messages
2.1.2 LRIT Ship Position Reports (Messages 1, 2 & 3)

Table 3 outlines the parameters associated with the ship position reports.
	Parameter Added by
	Parameter
	Values
	Description
	LRIT Segments

	LRIT Ship Equipment
	Latitude 
	Lat
	Latitude position of the ship.
	A, B, C, D

	
	Longitude
	Long
	Longitude position of the ship.
	A, B, C, D

	
	Time Stamp 1
	Time1
	Time stamp when position was taken.
	A, B, C, D

	
	Unique ship equip#
	Equip#
	Unique LRIT terminal ship number used for satellite communication.
	A

	LRIT ASP
	Message type
	1, 2, 3
	Message Identification number: 

1 – Periodic report, 2 - Polled Report, 3 – SAR Report
	B, C, D

	
	Message ID
	Unique number
	The Unique message number is generated by using the DC ID and time stamp.
	B, C, D

	
	Reference ID
	Unique number
	The reference ID is the message ID of the associated request message. Only valid for response to a request message (0 value indicates that the message is not a result of a request message).
	B, C, D

	
	IMO#
	IMO#
	IMO number of the ship being tracked.
	B, C, D

	
	MMSI#
	MMSI#
	Maritime Mobile Service Identity number.
	B, C, D

	
	Time stamp 2
	Time2
	Time stamp ASP receives message.
	B, C, D

	
	Time stamp 3
	Time3
	Time stamp ASP transmits message.
	B, C, D

	
	Other
	Other
	This may include price or billing specific information.
	

	LRIT Data Center
	LDC ID#
	LDC#
	LRIT data center unique identification number.
	D

	
	Time stamp 4
	Time4
	Time stamp when LDC receives message from ASP.
	D, C

	
	Time stamp 5
	Time5
	Time stamp when LDC transmits message to an end user.
	D, C

	
	Response type
	Coastal, Port, SAR
	Coastal, Port, SAR:  One of these values is added by the data center when the message is transmitted.
	D, C

	
	LRIT end user
	UserID#
	Unique identification number identifying LRIT end user (destination of data). Every participating country has a unique number.
	D, C

	
	Ship Name
	Name
	Name of ship associated with position report
	D, C

	
	Flag State
	Country
	Flag country of registered ship.
	D, C


Table 3: LRIT Position Report messages.

2.1.3 LRIT Ship Position Request Messages (Message 4 & 5)
Table 4 outlines the ship position request message.

	Parameter added by
	Parameter
	Value
	Description
	LRIT Segment

	LRIT end user (contract government)
	Message type
	4, 5
	Message Identification number: 

4 - Ship position Request 

5 – SAR poll request
	B, C, D

	
	Message ID
	Unique number
	The Unique message number is generated by using the DC ID and time stamp.
	B, C, D

	
	IMO#
	IMO#
	IMO number of the ship being tracked.
	B, C, D

	
	Ship name
	Ship Name
	Name of ship that is intended to be tracked. (Remove)
	B, C, D

	
	Ship’s Flag
	Country ID
	Unique country ID to which the ship is registered. (maybe this parameter should be changed to ship’s data center).
	C, D

	
	Request type
	Coastal, Port, SAR
	Coastal, port or SAR: This LRIT parameter is set based upon the end user’s entitlement to receive LRIT data.
	C, D

	
	Request duration
	Poll, Periodic  Rate, Archived Date 
	Poll, Periodic (report rate) (start & end date for periodic), Archived (start & end date): The three values being a one time poll of the ship, a request to set the position reporting rate and request for archived data. (start date can be in future)
(ASPs may decide to use polling or variable reporting rate modification to obtain additional position reports)
	B, C, D

	
	Requesting country
	Country ID
	Unique country ID associated with country requesting LRIT information.
	B, C, D

	LRIT ASP 


	Unique ship equip#
	Equip#
	Unique LRIT terminal ship number used for satellite communication. IMO# and MMSI# would be removed from messages transmitted to ship’s equipment.
	A

	
	Other
	Other
	Other parameters required by LRIT equipment terminals on ships. 
	A


Table 4: LRIT position request messages.

2.1.4 SAR Surpic Request (Message 6)

Table 5 outlines the SAR surpic request message.

	Parameter added by
	Parameter
	Value
	Description
	LRIT Segment

	LRIT end user (contract government)
	Message type
	 6
	Message Identification number: 

6 – SAR surpic request
	B, C, D

	
	Message ID
	Unique number
	The Unique message number is generated by using the DC ID and time stamp.
	

	
	SAR geographical area
	Circle center & Radius, Rectangle top left, bottom right.
	Circle (center position, radius), Rectangle (2 corners): The latitude and longitude would be provided for top left and bottom right.The radius would be the distance in nautical miles.
	B, C, D

	
	Duration
	Start and end date
	Start and end date when to issue information. (last two position reports).
	B, C, D

	
	Requesting contracting government
	Country ID
	Unique country ID associated with country requesting LRIT information.
	B, C, D

	LRIT ASP 
	Unique ship equip#
	Equip#
	Unique LRIT terminal ship number used for satellite communication. IMO# and MMSI# would be removed from messages transmitted to ship’s equipment. (Remove)
	A

	
	Other
	Other
	Other parameters required by LRIT equipment terminals on ships. This may include price or billing specific information. (Remove)
	A


Table 5: SAR surpic request.
2.1.5 Error Message (Message 7)

Table 6 outlines the error message.

	Parameter added by
	Parameter
	Value
	Description
	LRIT Segment

	LRIT network component: Data center, ASP, or LRIT end user. 
	Message type
	7
	Message Identification number: 

7 – Error message
	B, C, D

	
	Message ID
	Unique number
	The Unique message number is generated by using the node ID and time stamp.
	B, C, D

	
	Reference ID
	0, Message ID of a request message
	The reference ID (if not 0) is the message ID of a request message that has failed. Only valid for response to a request message (0 value indicates that the message is not a result of a request).
	

	
	Error Code
	0 - 6
	Detail actual error message
	

	
	IMO#
	IMO#
	IMO number of the ship being tracked. (optional)
	B, C, D

	
	Ship name
	Ship Name
	Name of ship that is intended to be tracked. (optional)
	B, C, D

	
	Destination
	LRIT network component ID
	ID of LRIT component (ASP, DC, DE, LRIT end user) that is suppose to receive the error message.
	B, C, D

	
	Originator
	LRIT network component ID
	ID of LRIT component (ASP, DC, DE, LRIT end user) that is issuing the error message.
	B, C, D

	
	Message
	Text
	Text message indicating the nature of the error message.
	B, C, D


Table 6: Error message.

2.1.6 Data Distribution Plan Update (Message 8)

Table 7 outlines the data distribution plan update message.

	Parameter added by
	Parameter
	Value
	Description
	LRIT Segment

	Administrator of data distribution plan 
	Message type
	8
	Message Identification number: 

8 – Data distribution plan update
	B, C, D

	
	Message ID
	Unique number
	The Unique message number is generated by using the DC ID and time stamp.
	B, C, D

	
	Message
	Text
	Text message indicating the nature of update with respect to the data distribution plan.
	C, D

	
	DDP file
	file
	Updated Data distribution plan file.
	


Table 7: Data distribution plan update message.
2.1.7 Basic Functional Operation of LRIT Messaging

The basic flow of LRIT position data and request messages are described in the following sections. Different parameters are present during the data messages transit across the various segments of the LRIT network.

2.1.7.1 LRIT Position Data Messages

2.1.7.1.1 Position Data Messages from Ship to Data Center (Segments A & B)

Position reports from a SOLAS ship are transmitted from the ship’s LRIT approved terminal through a communication system to a CSP’s land based terminal. The message at this point contains the latitude, longitude, time stamp of the position and the LRIT equipment’s unique number required for communication (CSP). This information is forwarded via the internet from the Communication Service Provider (CSP) to the Application Service Provider (ASP). 

The ASP will add a time stamp to the message when it is received from the CSP. It will also add a time stamp to the message when it transmits the message to the data center. The ASP will remove the LRIT equipment’s unique number from the message and add the IMO and MMSI numbers to the message in order to identify the ship that is associated with the LRIT coordinates. The ASP will route the data message to the appropriate LRIT data center.
The data center will add a time stamp to the incoming LRIT data message and store a copy of the information in its data base. It will also process the data message to determine if the message should be routed to any entitled contract government (LRIT end user). During the processing of the message the data center will check the ship’s position against its copy of the data distribution plan. If the rules set up in the data distribution plan indicate that a particular contracting government is entitled to the LRIT data message than the data center will pass along the information to the end user directly or via another data center.
It should be noted that the LRIT message along with all the parameters noted above may have been the result of either a regular position report or a specific poll of the ship. 

2.1.7.1.2 Position Data Messages from Data Center to Contract Governments (Segment C)

LRIT data messages that are transmitted from the data center to a contracting government are the result of either a recently received position data message (from an ASP or another LRIT data center via the data exchange) or a request from the contracting government for archived LRIT data information. In the case of recently received LRIT data messages from an ASP, the data center would have processed the incoming data message against its LRIT data distribution plan, stored a copy in its data base and determined that the data message was entitled to be received by the contracting government. Alternatively if the data message was received from another data center, the data center would check the LRIT end user unique number and process the information accordingly.
Some of the following parameters which the data center will add to the existing stored data message before sending it to the contracting government are: Time stamp 5, response type and LRIT end user unique number (receiving time stamp 4 was added when the message was placed in data base).  The response type parameter will inform the contracting government to the justification as to why they are entitled to receive the LRIT data message (SAR request, port state or coastal state). The LRIT end user unique number will correspond to the receiving contracting government and will be an extra method the contracting government can use to ensure they have received the correct information.
2.1.7.1.3 Data messages from Data Center to Data Center (Segment D)

Since contracting governments around the world will be reporting to various LRIT data centers, there is a need for data centers to route LRIT data messages between each other. The data centers will use the international LRIT data exchange to accomplish this task. If a particular data center has to send data messages to another data center than it will first send the message to the LRIT data exchange and the data exchange will process the data message and than route the data message to the appropriate data center.
When a data center has to send an LRIT data message to another data center (and ultimately to a contracting government), the following are some of the parameters added to the data message contained in the data base before transmitting the message: LRIT data center ID, time stamp, response type, LRIT message type, LRIT end user. The LRIT data center ID will be a unique ID number that indicates the originating data center. Time stamp will inform the end user when the data message was sent from the originating LRIT data center. The response type will indicate why the designated end user is entitled to receive the information (as a coastal state, port state or SAR). The LRIT end user parameter will be the unique number of the contracting government that is suppose to eventually receive the data message.

When an LRIT data center receives a LRIT message from another data center, it will check the message ID parameter to determine if it is a data message or a request message. If the message is a data message than it will store a copy of the message, process it and send it the appropriate contracting government.

2.1.7.2 LRIT Request Messages

2.1.7.2.1 Request Message from Contract Government to Data Center

LRIT request messages will be used in the LRIT system to request specific actions from various LRIT components. The contract government that is initiating the request will transmit a request message to its assigned LRIT data center. The data center will process the request message and either relay the request to the data center that is responsible for the ship or to the ASP assigned to the ship if the particular ship is assigned to the processing data center. If the request is a SAR request than the request message has to be transmitted to every LRIT data center.

The contract government issuing the request will build a request message using parameters such as: LRIT message ID, IMO number of ship, ship name, request type, request duration and SAR geographical area. The LRIT message ID will identify the particular type of message. The IMO number and ship name will identify the particular ship that the request is destined for. The request type will indicate if the request is based upon the contracting government as a coastal state, port state or SAR authority. The SAR geographical parameter outlines the boundaries for ship position reports. Ship reports pertaining to any ship that is included in this boundary will be passed along to the contracting government.

2.1.7.2.2 Request Message from Data Center to Data Center

If a data center processing a LRIT request message from a contract government determines that the requested ship is reporting to another data center than that request message will be forwarded to the international data exchange. The data exchange will process the message and send the request message to the appropriate data center. SAR request messages will be sent to the international data exchange and the data exchange will send the request message to all data centers. The data center will not add any extra parameters to the message.
2.1.7.2.3 Request Message from Data Center to Ship

After a request message is processed by a data center and the ship associated with the request reports to the processing data center, the request message will be forwarded to the ship’s assigned ASP. The ASP will use the ship’s unique number of the LRIT terminal equipment to set up a communication link with the ship. The ASP will than transmit the appropriate set up information in order to configure the LRIT terminal equipment. 

2.2 Communication Protocol Strategy

An illustration of the various communication links in the LRIT system is shown in figure 2. LRIT messages, as discussed earlier, will flow through the LRIT network and along each communication link. Communication protocols will be the mechanism that ensures LRIT messages are transported from one LRIT component to the next. 
The following sections will provide details associated with the communication protocols and strategy for each of the communication links.

The functional description for the communication strategy of messages along all com links will be discussed and all communication links will have to comply with the functional details. Specific communication protocols that adhere to the functional description will be outlined for the majority of the communication links. However, countries that implement their own data center are free to choose specific communication protocols for com links 1, 2 and 3. It should also be noted that the ASP to CSP link (Com link type 1) can be implemented with communication protocols other than the ones specific in this document.
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Figure 2: LRIT Communication Links

2.2.1 Functional Communication Strategy

The functional specifications associated with communication within the LRIT system are primarily stated in the performance standards of resolution MSC.210(81).  Each communication layer must use reliable technology that ensures the entire LRIT system meets the system performance standards.
2.2.2 Specific Communication Protocols

The communication protocols specified in the following sub sections are specific standards that are all based upon the functional description of the communication strategy outlined in resolution MSC.210(81) as well as mentioned above. The specific protocols relate to com links 2, 3 and 4 for the international data center. Countries that choose to implement their own data center or are part of a co-operative data center are only responsible for implementing com link 4 with respect to the specific communication protocols.

2.2.2.1 Physical Layer

The physical medium, that the LRIT data messages transverse and the associated physical layer standards are not limited to one specific type or protocol. Thus, many different low level mediums such as fiber optics, copper lines, microwave and their associated physical layer standard such as sonnet, OC192, T1, E1 are all applicable (examples only).

2.2.2.2 Data Link Layer

The data link layer that sits on top of the physical layer is also not limited to one single standard. There are numerous data link layer protocols that are acceptable and can be used in the implementation of data communication between the various LRIT network components. Some examples of applicable standards are: Ethernet, ATM, ISDN and 802.X.

2.2.2.3 Network Layer

The network layer shall be based upon version 4 (IPv4) of the Internet Protocol specification. Later versions of the Internet Protocol specification are also acceptable. Each component (international data exchange, data centers, etc) in the LRIT network will have its own unique IP address.

2.2.2.4 Transport Layer

The transport layer will be based upon the Transmission Control Protocol (TCP). 

2.2.2.5 Application Layer

The application layer will be built upon transporting XML based messages between the various LRIT components. The SOAP protocol will be used to provide the mechanism for transmitting XML messages. 
2.2.2.5.1 SOAP

The application layer for exchanging LRIT messages amongst the LRIT components within the LRIT network will be based up version 1.2 of the Simple Object Access Protocol (SOAP).
2.2.2.5.1.1 Soap Nodes
The data centers, international data exchange and ASPs following the specific communication protocol strategy will functionally operate as SOAP nodes. Two asynchronous one way message connections will be established between each connecting node. The LRIT messages as defined earlier will flow between SOAP nodes across the communication links illustrated in figure 2.

There will only be two nodes associated with the relaying of any SOAP message: the initial sender and the ultimate receiver. Thus, there will be zero intermediary SOAP nodes in the routing path of any SOAP message.
2.2.2.5.1.2 SOAP Messages

The following sub section contains examples of LRIT messages encoded into the SOAP specific messaging format.
2.2.2.5.1.2.1 LRIT Ship Position Report Soap Message
The following is an example of the LRIT ship position report encoded into a SOAP message. The values of the various parameters may be different.
<?xml version=’1.0’ ?>

<env:Envelope xmlns: env= ‘http://www.w3.org/2003/05/soap-envelope’>

<env: Body>

<m:LRIT Ship Equipment>



<m:Latitude> 47.37</m:Latitude>



<m:Longitude> 47.37</m:Longitude>



<m:TimeStamp1> 2006.07.15.23.00.00 </m:Time Stamp1>



<m:UniqueShipEquipNum> 123456789 </m:UniqueShipEquipNum>


</m:LRIT Ship Equipment>


<m:LRIT ASP>



<m:Message ID> 1 </m:Message ID>



<m:IMONum> 12345678 </m:IMONum>



<m:MMSINum> 123453467123 </m:MMSINum>



<m:TimeStamp2> 2006.07.15.23.00.00 </m:TimeStamp2>



<m:TimeStamp2> 2006.07.15.23.00.00 </m:TimeStamp2>


</m:LRIT ASP>


<m:LRIT Data Center>



<m:LDC ID>12 </m:LDC ID>



<m:TimeStamp4> 2006.07.15.23.00.00 </m:TimeStamp4>



<m:TimeStamp5> 2006.07.15.23.00.00 </m:TimeStamp5>



<m:ResponseType> Coastal </m:ResponseType>



<m:LRITEndUser> 12345 </m:LRITEndUser>



<ShipName> MapleLeaf </m:ShipName>



<FlagState> Canada </m:FlagState>


</m:LRIT Data Center>

</env: Body>

</env:Envelope>

2.2.2.5.1.2.2 LRIT Ship Position Request Message

The following is an example of the LRIT ship position request message encoded into a SOAP message. The values of the various parameters may be different.

<?xml version=’1.0’ ?>

<env:Envelope xmlns: env= ‘http://www.w3.org/2003/05/soap-envelope’>

<env: Body>


<p:LRIT End user>



<p:Message ID> 4 </p:Message ID>


<p:IMONum> 12345678 </p:IMONum>



<p:ShipName> MapleLeaf </p:ShipName>


<p:ShipFlag> Canada </p:ShipFlag>



<p:RequestType> Coastal <p:RequestType>


</p:LRIT End User>


<p:LRIT ASP>



<p:UniqueShipEquipNum> 123456789 </p:UniqueShipEquipNum>


</p:LRIT ASP>


</env: Body>

</env:Envelope>

2.2.2.5.1.2.3 SAR Surpic Request Message

The following is an example of a SAR surpic request message encoded into a SOAP message. The values of the various parameters may be different.

<?xml version=’1.0’ ?>

<env:Envelope xmlns: env= ‘http://www.w3.org/2003/05/soap-envelope’>

<env: Body>


<p:LRIT End user>



<p:Message ID> 6 </p:Message ID>


<p:SARArea>



<p:CircleCenter>  47.37 </p:CircleCenter>




<p :CircleRadiud> 5 </p :CircleRadius>


</p:SARArea>





<p:RequestCountry> Canada </p:RequestCountry>


</p:LRIT End User>


<p:LRIT ASP>



<p:UniqueShipEquipNum> 123456789 </p:UniqueShipEquipNum>


</p:LRIT ASP>


</env: Body>

</env:Envelope>

2.2.2.5.1.2.4 LRIT Error Message

The following is an example of the LRIT error message encoded into a SOAP message. The values of the various parameters may be different.

<?xml version=’1.0’ ?>

<env:Envelope xmlns: env= ‘http://www.w3.org/2003/05/soap-envelope’>

<env: Body>


<p:LRIT Network Component>



<p:Message ID> 7 </p:Message ID>


<p:IMONum> 12345678 </p:IMONum>



<p:ShipName> MapleLeaf </p:ShipName>


<p:Destination> DC31 </p:Destination>



<p:Orginator> DE </p:Orginator>



<p:Message> Last Request message is invalid </p:Message>


</p:LRIT Network Component>

</env: Body>

</env:Envelope>

2.2.2.5.1.2.5 LRIT Data Distribution Plan Update

The following is an example of the LRIT data distribution plan update message encoded into a SOAP message. The values of the various parameters may be different.

<?xml version=’1.0’ ?>

<env:Envelope xmlns: env= ‘http://www.w3.org/2003/05/soap-envelope’>

<env: Body>


<p:LRIT Data Center>



<p:Message ID> 8 </p:Message ID>


<p:Message> Set Canada’s Coastal limit to 400 nm. </p:Message>


</p:LRIT Data Center>

</env: Body>

</env:Envelope>

2.2.2.5.1.3 SOAP Processing

Software application modules operating on the data centers, data exchange and ASPs shall process SOAP messages as outlined in version 1.2 of the SOAP specification.

2.2.2.5.1.4 SOAP Binding

SOAP messages will be exchanged between SOAP nodes by binding to the HTTP(S) protocol as defined by version1.2 of the SOAP specification.

2.3 LRIT Communication Network Infrastructure

The LRIT network infrastructure for communication amongst all data centers and the international data exchange must be based upon the world wide internet. (must meet performance standards as listed in resolution) Internet service providers that provide internet connections for all data centers and the international data exchange must feature redundant back up connections. If the primary connection fails, the back up connection must be brought on line within 30 minutes of the initial failure of the primary connection (remove).
2.4 Data Security within the LRIT Network

Data security for LRIT information exchanged between the various LRIT components is based upon the performance details outlined in section 12 (LRIT security) of resolution MSC.210(81). The functional communication specification is expanded with additional details as well as outlining specific data security protocols and strategies.
2.4.1 Functional Communication Specification
Authorization, authentication, confidentiality and integrity are the key functional concepts with respect to data security for the LRIT network.
2.4.1.1 Authorization

All LRIT information existing in the LRIT network must not be made available to all LRIT end users. Data availability to LRIT end users (contract governments) will be based upon the policy requirements established in resolution MSC.202(81). Each LRIT component within the network must ensure that the component that it is communicating with is authorized to receive the information being transmitted.
2.4.1.2 Authentication

The various LRIT components in the LRIT network must perform authentication before exchanging information with one another. Both components of any point to point communication link must authenticate each other using a standard authentication process. 
2.4.1.3 Confidentiality

The data exchanged between LRIT components must not be disclosed to unauthorized entities during transit across the LRIT network. This must be accomplished by using standard digital cryptography techniques featuring an encryption strength equivalent to or better than 128 bits. 
2.4.1.4 Integrity

The data exchanged between LRIT components must not be altered by any entity during transit across the LRIT network. This must be accomplished by using standard digital cryptography techniques featuring an encryption strength equivalent to or better than 128 bits. 
2.4.2 Point to Point Data Security Strategy and Protocols
LRIT components within the LRIT network will communicate with one another through secure point to point communication links.
2.4.2.1 Transport Layer Security 

Each LRIT component that forms a point to point communication link must use Transport Layer Security (TLS version 1.1 or later) when exchanging LRIT information. The TLS specification is defined by the internet engineering task force in RFC 4346.
2.4.2.1.1 Digital Certificates

Each LRIT component in the LRIT network must verify each others digital certificates before exchanging LRIT information as a method for implementing data authentication. If either component detects an issue with the other LRIT component’s certificate than exchange of data information should not occur. The digital certificates must be issued by the LRIT co-ordinator who will act as the authorized certificate authority. The digital certificates, as a minimum, should contain the following information:

· The name of the certificate holder.

· The holder’s public key. 

· The name of the certificate authority that issued the certificate.

· Serial number.

· Validity period of the certificate.

2.4.2.1.2 Key Hashing for Message Authentication
Each LRIT component must use Key Hashing for Message Authentication Code (HMAC) when communicating across a TLS secured link. HMAC will ensure that LRIT data is not altered during transit and the data integrity is maintained.
2.4.2.1.3 Public – Private Key Cryptography

The TLS secured link must use a public – private (asymmetric) key strategy for encrypting LRIT data.  The encryption strength should be strong with a minimum of 128 bits encryption.
2.4.3 Virtual Private Network

Communication between a data center and the international data exchange must have the option of implementing a Virtual Private Network (VPN) in place of the secured point to point link described in the previous section. The established VPN must meet all the functional specifications described in this document in addition to the specific protocols and features outlined in this section.

2.4.3.1 TLS VPN
Data centers that choose to implement VPNs as a connection method must use Transport Layer Security (TLS) based technology for creating secure VPN tunnels. Thus, much of the information outlined in the TLS point to point data security discussion relates to the TLS VPN tunnels.
2.4.3.1.1 Digital Certificates

The data center and the international data exchange each have to verify each others digital certificates before information is exchanged. This process, as described in the TLS point to point subsection, is required in order to perform two way authentication. If either the data center or data exchange detects a problem with the others certificate than no information is permitted to be transmitted.
2.4.3.1.2 Key Hashing for Message Authenticating

Each LRIT component must use Key Hashing for Message Authentication Code (HMAC) when communicating across a TLS secured VPN tunnel. HMAC will ensure that LRIT data is not altered during transit and the data integrity is maintained.
2.4.3.1.3 Public – Private Key Cryptography

The TLS secured VPN link must use a public – private (asymmetric) key strategy for encrypting LRIT data.  The encryption strength should be strong with a minimum of 128 bits encryption.
NOTES:
· Port state operation: The port state initiates the request and can terminate at any time. Otherwise, when the ship reaches port, DC should terminate access to the data. 
· Coastal state: anything that enters polygon, start tracking. Coastal state does not get the opportunity to say yes or no to specific tracking.

· Contracting government can turn off coastal state polling after first poll. Responsibility lies with contracting government.

· Periodic rate requests: The LRIT request message will state a periodic rate. The ASP will have the responsibility to either reprogram the terminal or send individual polls.
· Remove sat word.

· Unique ship ID number removed by ASP.

· Data distribution plan message should be removed from normal operation.

· SOAP messages need to be updated based upon new message parameters.

· SOAP messages are examples only.

LRIT Reporting Rate:

· Allowed Periodic rates (problem with multiple requests on one terminal):

· 15 min, 30 min, 60 min, 3 hrs, standard 6 hrs only

· LRIT users that increase tracking rate will have to pay for all data???
· ASP will have the option to simulate (via poll commands) a periodic polling rate if necessary.
Data Plan Distribution

· The web server hosting the data distribution plan will push a updated DDP to all DC after a contracting government has issued changes. 
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